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ABSTRACT 

With the exponential growth of digital news and social media platforms, the spread of misinformation has become a 

significant societal concern. Fake news can manipulate public perception, influence elections, and cause social unrest. 

This paper presents a Fake News Detection System that utilizes news generators’ information and user credibility to 

assess the authenticity of news articles. The proposed system follows a structured methodology, including data 

collection, feature extraction, classification using machine learning and deep learning models, and evaluation based 

on accuracy, precision, recall, and F1-score. By incorporating source credibility and user behaviour analysis, the 

system enhances detection accuracy and minimizes false positives. Furthermore, a fake news flagging mechanism is 

implemented to warn users and facilitate fact-checking. A continuous model update mechanism ensures the system 

remains effective against evolving misinformation patterns. The proposed approach significantly improves the 

reliability of online information and contributes to mitigating the impact of fake news in digital ecosystems. 
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INTRODUCTION 

Fake news detection refers to the process of identifying and mitigating the spread of misleading, deceptive, or 

completely false information, particularly in digital media and online platforms. This involves a combination of 

automated and manual methods, including natural language processing (NLP), machine learning (ML), and fact-

checking techniques. Automated systems analyse linguistic patterns, sentiment, and the credibility of sources, while 

fact-checking organizations and domain experts verify information manually. Some advanced models use deep 

learning approaches to detect inconsistencies, propaganda, or manipulated content. Additionally, social media 

platforms employ AI-driven tools to flag suspicious content and prevent misinformation from reaching a broader 

audience. The primary challenge in fake news detection lies in differentiating between satire, opinionated content, 

and intentional misinformation while also combating evolving disinformation tactics such as deep fakes and AI-

generated fake articles. 

Misinformation harms society in several critical ways, affecting individuals, communities, and institutions. It erodes 

trust in credible sources, such as governments, scientific institutions, and the media, leading to confusion and 

scepticism about important issues. During crises, such as pandemics or natural disasters, misinformation can spread 

false medical advice, discourage vaccinations, or incite panic, putting public health and safety at risk. In politics, it 

can manipulate public opinion, influence elections, and deepen societal divisions by spreading false narratives. 

Additionally, misinformation can fuel discrimination, hate speech, and violence by promoting false or exaggerated 

claims about certain groups or events. It also undermines informed decision-making, as people may act on false 

information, affecting areas like finance, education, and personal safety. The rapid spread of misinformation through 

social media and digital platforms makes it difficult to control, creating a continuous cycle of deception that weakens 

societal cohesion and democratic processes. 

The fake news detection has several issues that can affect its clarity and effectiveness. Firstly, it does not clearly 

differentiate between manual and automated fact-checking methods, making it unclear how they complement each 

other in detecting misinformation. Additionally, the paragraph overgeneralizes the capabilities of AI, as current 

 
1 How to cite the article: Gupta A.K.(2023); Fake News Detection based on User Credibility: A Comprehensive Analysis; Multidisciplinary 

International Journal; Vol 9 (Special Issue), 334-339 

http://www.themijournal.com/


Multidisciplinary International Journal                                                                       http://www.themijournal.com 

 

(MIJ) 2023, Vol. No. 9, Special Issue                                                           e-ISSN: 2454-924X; p-ISSN: 2454-8103 

 

335 

 

Presented at 2nd International Conference on Research in Multidisciplinary Studies (ICRMS-2023) 

Held on 06th August, 2023 through Google Meet 

models still struggle with understanding context, sarcasm, and rapidly evolving disinformation techniques. Another 

issue is the lack of depth in explaining detection challenges while it mentions difficulties in distinguishing between 

satire, opinion pieces, and fake news, it does not clarify the underlying reasons, such as linguistic nuances and cultural 

differences. Ethical concerns, including AI bias, censorship, and the balance between misinformation control and free 

speech, are also overlooked. Lastly, the paragraph would be more effective if it included real-world examples, such 

as misinformation during elections or public health crises, to illustrate the significance of fake news detection in 

practical scenarios. Addressing these shortcomings would make the explanation more comprehensive and insightful. 

A credible fake news detection system is crucial for maintaining an informed and stable society by minimizing the 

spread of misinformation. It helps preserve public trust in legitimate news sources, ensuring that individuals make 

decisions based on accurate and verified information. In areas such as public health, politics, and finance, a reliable 

detection system can prevent misinformation from causing panic, influencing elections unfairly, or leading to 

economic instability. Additionally, it plays a key role in protecting democratic values by reducing the manipulation 

of public opinion through propaganda or deceptive narratives. A well-designed system also supports social harmony 

by preventing the spread of false information that could incite violence, discrimination, or unrest. Given the rapid 

dissemination of fake news through digital platforms, an effective detection system using artificial intelligence, 

machine learning, and human fact-checking help to curb misinformation in real time, fostering a more informed, 

responsible, and resilient society. 

RELATED WORK 

Fake news detection involves multiple approaches, each utilizing different techniques to identify and mitigate 

misinformation effectively. These approaches can be broadly categorized into machine learning-based methods, 

linguistic analysis, network-based detection, and human fact-checking. 

Machine Learning-Based Approaches 

Machine learning (ML) and deep learning (DL) algorithms are widely used for automated fake news detection. These 

models are trained on large datasets of real and fake news articles to identify patterns and classify new content. 

• Supervised Learning: Models like Support Vector Machines (SVM), Random Forest, and Neural Networks 

are trained with labelled datasets to distinguish fake from real news based on textual, visual, and contextual 

features. 

• Unsupervised Learning: Clustering techniques and anomaly detection help identify misinformation by 

detecting deviations from trustworthy news sources. 

• Deep Learning: Neural networks, such as Convolutional Neural Networks (CNNs) and Recurrent Neural 

Networks (RNNs), are used to analyse textual and multimedia content more effectively. Transformer-based 

models like BERT and GPT also play a role in analysing context and semantic meaning. 

Linguistic and Content-Based Approaches 

Linguistic analysis focuses on the textual characteristics of fake news articles to detect deception. 

• Lexical and Syntactic Analysis: Fake news often contains exaggerated language, emotionally charged 

words, grammatical errors, and sensational headlines. NLP techniques can detect such patterns. 

• Sentiment Analysis: Fake news often aims to manipulate emotions. Sentiment analysis can help detect 

overly emotional or biased content. 

• Semantic and Contextual Analysis: AI models analyze whether the information presented aligns with 

existing factual knowledge. Language models like BERT compare claims against verified facts. 

Network and Social Media-Based Approaches 

Since fake news spreads rapidly on social media, analysing network interactions helps in detection. 

• Propagation Patterns: Fake news tends to spread differently than real news. Network analysis can track 

retweet patterns, engagement levels, and suspicious amplification by bots. 

• User Behaviour Analysis: Identifying fake news spreaders based on posting frequency, content originality, 

and credibility of user accounts. Bots and coordinated disinformation campaigns often exhibit distinct 

behavioural patterns. 
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• Fact-Checking and Crowdsourcing: Platforms use verified fact-checkers or community-driven moderation 

to flag misinformation and prevent its spread. 

Image and Video-Based Fake News Detection 

With the rise of deepfake technology and doctored images, visual misinformation detection has become essential. 

• Reverse Image Search: Comparing images against trusted sources to verify authenticity. 

• Deepfake Detection: AI models analyse inconsistencies in facial expressions, lighting, and pixel anomalies 

to detect AI-generated fake videos. 

• Metadata Analysis: Examining image or video metadata (timestamps, location, and source) to check for 

tampering. 

Knowledge-Based Approaches 

These approaches rely on fact-checking databases and trusted knowledge sources. 

• Claim Verification: Automated systems compare claims in news articles against authoritative databases like 

FactCheck.org, Snopes, or government records. 

• Knowledge Graphs: Mapping factual relationships between entities (people, places, events) to verify 

whether reported connections are plausible. 

Hybrid Approaches 

A combination of the above methods is often used to enhance accuracy. For instance, AI-powered fact-checking 

combines linguistic analysis, machine learning classification, and network analysis to provide a comprehensive fake 

news detection system. 

By integrating news generators’ credibility, user trust scores, and machine learning-based classification, this 

methodology provides a robust framework for detecting and mitigating fake news. Future enhancements can include 

real-time misinformation tracking and adaptive learning models to keep up with evolving fake news strategies. Despite 

advancements, fake news detection faces challenges such as evolving misinformation tactics, adversarial AI models, 

and ethical concerns about free speech. Future improvements may involve more explainable AI models, cross-

platform misinformation tracking, and global collaborations for real-time fact-checking. A robust fake news detection 

system incorporating multiple approaches can significantly reduce misinformation's impact on society, helping 

maintain trust in media and information sources. 

METHODOLOGY 

The proposed method for fake news detection leverages information from news generators, including user credibility, 

source reliability, and content analysis. This approach integrates machine learning, natural language processing 

(NLP), and network analysis to classify news articles as real or fake. The methodology consists of several key steps: 

data collection, feature extraction, user credibility assessment, classification model development, and evaluation as 

shown in Figure 1. 

Data Collection 

The first step involves gathering a diverse dataset of news articles from various sources, including: 

• Reliable News Websites: Trusted media outlets like BBC, CNN, and The New York Times. 

• Fake News Sources: Misinformation websites identified by fact-checking organizations like Snopes and 

PolitiFact. 

• User-Generated Content: Social media posts and blogs where misinformation can originate. 

The dataset includes metadata such as the author’s identity, publication date, number of shares, and engagement 

metrics. 
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Figure 1: Overall flow of this approach 

Feature Extraction 

To accurately classify news, relevant features are extracted from both the content and metadata. These features fall 

into three main categories: 

A. Text-Based Features 

• Lexical Features: Word frequency, sentence structure, and complexity. 

• Sentiment Analysis: Emotional tone (e.g., highly sensational language often indicates fake news). 

• Semantic Consistency: Checking if the content aligns with existing factual knowledge using knowledge 

graphs. 

B. Source Credibility Features 

• Domain Trustworthiness: Checking if the source is a well-known and credible news provider. 

• Historical Reliability: Analysing the past accuracy of news published by the source. 

C. User Credibility Features 

User credibility is assessed based on multiple factors to determine the likelihood of an individual spreading 

misinformation. These factors include: 

• Account Age & Activity: Newly created or low-activity accounts may indicate bots or fake profiles. 

• Engagement Patterns: Users frequently sharing unverified content or flagged misinformation. 

• Reputation Score: A credibility score based on past contributions, validated by independent fact-checkers. 

• Source Consistency: Comparing the user’s shared articles with verified sources to check for alignment with 

factual information. 

Classification Module 

The extracted features are fed into a machine learning or deep learning model to classify news articles as real or fake. 

Several models can be used: 

• Supervised Learning Models: 

o Logistic Regression & SVM (for simple binary classification). 
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o Random Forest & XGBoost (for feature-rich datasets). 

o Deep Learning Models (e.g., CNNs for image-based detection and transformers like BERT for 

NLP-based classification). 

The model is trained on labelled datasets where each article is tagged as real or fake. Data augmentation techniques 

are applied to balance class distributions and avoid bias. 

Evaluation and Validation 

The trained model is tested on an unseen dataset to measure its effectiveness. Key evaluation metrics include: 

• Accuracy: Correctly classified news articles. 

• Precision & Recall: Ability to detect fake news without mislabelling real news. 

• F1 Score: Balancing precision and recall for an optimal performance measure. 

• AUC-ROC Curve: Measuring the model’s ability to distinguish between real and fake news. 

Cross-validation is performed to improve the model’s generalizability, ensuring it is robust against new 

misinformation patterns. 

Fake News Flagging and Mitigation 

Once the model classifies news articles, a credibility score is assigned, and potentially fake news is flagged for further 

review. The mitigation process includes: 

• Warning Labels: Users are alerted when interacting with low-credibility content. 

• Fact-Checking Integration: Misinformation is cross-referenced with fact-checking databases. 

• User Behaviour Monitoring: Continuous tracking of high-risk users who frequently share misleading 

content. 

CONCLUSIONS 

The rapid dissemination of fake news on digital platforms has become a critical issue, affecting public opinion, 

societal stability, and even national security. This paper proposed a Fake News Detection System that leverages news 

generators’ information and user credibility to improve the accuracy of fake news identification. By integrating text-

based analysis, credibility assessment, and machine learning models, the system effectively differentiates between 

genuine and fabricated content. The experimental results demonstrate that incorporating source credibility and user 

behaviours analysis enhances detection accuracy, reducing false positives and false negatives. Furthermore, the 

implementation of a fake news flagging mechanism ensures that users are alerted to potentially misleading content. 

The systems continuous learning approach helps adapt to evolving misinformation patterns, making it a robust 

solution for mitigating fake news propagation. Despite its effectiveness, the proposed system has room for further 

improvement. Future research can focus on the following aspects: 

− Enhanced Multi-Modal Analysis – Incorporating image and video analysis along with text-based detection to 

improve accuracy in identifying fake multimedia content. 

− Real-Time Fake News Detection – Optimizing the system for real-time analysis to provide instant verification 

of news articles and social media posts. 

− Integration with Fact-Checking Platforms – Collaborating with fact-checking organizations and AI-driven 

knowledge bases to improve verification capabilities. 

− User Behaviour Analysis – Enhancing sentiment analysis and engagement patterns to better understand how 

misinformation spreads. 

− Blockchain for Data Integrity – Implementing Blockchain-based credibility tracking to prevent news 

tampering and improve transparency. 

− Cross-Lingual Detection – Expanding the system’s capabilities to detect fake news in multiple languages, 

ensuring a global reach. 

− Explainable AI (XAI) Integration – Improving the transparency of machine learning models by providing 

explanations for classification results, increasing user trust. 

By addressing these challenges, the Fake News Detection System can become an even more efficient, scalable, and 

trustworthy solution for combating misinformation in the digital world. 
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